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Method Experiments

• [Current Setting] Most existing methods face challenges due to 

the use of Signed Distance Fields (SDF) as the primary shape 

representation. It is difficult to determine the nearest point on the 

object's surface to a sampled point without object shape prior. [1] 

addresses this challenge by aggregating features within a local 

patch centered around the projection of the point. However, this 

approach is unreliable when the sampled point is far from the 

object surface

• [Our method] We present DDF-HO, a novel Directed Distance 

Field (DDF) based Hand-held Object reconstruction. In contrast to 

SDF, DDF maps a ray, comprising an origin and a direction, in 3D 

space to corresponding DDF values, including a binary visibility 

signal and a scalar distance value measuring the distance from 

origin to target along the sampled direction. DDF offers advantages 

over SDF by providing better modeling of hand-object interactions. 

For each sampled ray, we collect its by combining 2D-3D 

geometric features via our 2D ray-based feature aggregation and 

3D intersection-aware hand pose embedding. 
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[Hand-held Object Reconstruction] 

• Given a single RGB image, DDF-HO predicts a 3D model for the 

object grasped by the hand. It is an essential technique with many 

practical applications, e.g. robotics, augmented and virtual reality, 

medical imaging.
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We project the sampled ray onto the image, yielding a 2D ray or a dot (degeneration case), 

and then aggregate features of all the pixels along the 2D ray as the 2D features, which 

encapsulate 2D local hand-object cues. we sample 𝐾𝑙 points on the 2D ray, and extract local 

patch features ℱ2𝒟
𝓁 for all 𝐾𝑙 points as well as the feature ℱ2𝒟

𝑝
of origin projection. Finally, we 

leverage the cross-attention mechanism to aggregate 2D ray feature

3D Intersection-Aware Hand Embedding

First, we calculate the shortest path from ray 

towards the hand skeleton, yielding starting point 

on the ray 𝑃𝑆 and endpoint on the hand skeleton 

𝑃𝐷. Then we detect 𝐾3𝐷 nearest neighboring hand 

joints of 𝑃𝐷 on the hand skeleton, using geodesic 

distance. Finally, 𝑃𝑆 is transformed to the local 

coordinates of detected hand joints (3-C) and 

thereby obtaining ℱ3𝒟
𝓁 by concatenating all these 

local coordinates of 𝑃𝑆.
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